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• A diagrammatic approach for out of equilibrium interacting quantum systems.

• Tensor Cross Interpolation 
A tensor decomposition technique for high dimensional integration.

2Outline: 
Tensor Train Diagrammatics



3Out of equilibrium & strong correlations

Pump probe Ultra-cold atomsNano-electronics

• Many experiments : Pump probe,  quantum dots,  ultra-cold atoms, cavities.

• Computational physics challenge : 

• Exact methods for out of equilibrium systems, at strong coupling

• Control, speed and precision

• Long time (after quench), steady state.  Resolve various energy/time scales.  



• High precision benchmark 
in equilibrium (Bethe Ansatz)

• Strong coupling : Kondo effect 
L .Glazman et al., P. Lee 1988.   
D. Goldhaber-Gordon, 1998

4Models

transmission probability of much less than one.
In addition, the on-site Coulomb energy U tends
to block the state with an extra electron on the
dot. Although U is an order of magnitude larger
than the characteristic energy scale kBTK (kB is
the Boltzmann constant), the Kondo effect com-
pletely determines electron tunneling at low en-
ergies (i.e., low T and VSD). In the absence of the
Kondo effect (e.g., for electron number N !
even), the system consists of two separated
Fermi seas. In contrast, for N ! odd, the screen-
ing of the local spin creates a single, extended
many-body system with a single, well-defined
Fermi surface extending throughout the whole
system. The quasiparticles at this Fermi surface
no longer experience the repulsive barrier po-
tentials nor the on-site Coulomb repulsion. Be-
cause the local spin for N ! odd is completely
screened and because the dot has zero spin for

N ! even, the whole system of leads and dot is
in a singlet state over a wide gate voltage range
(between –430 and –350 mV in Fig. 2A), al-
though the nature of the ground state in the even
and odd valleys is very different.

For a quantitative analysis, we rewrite Eq.
1 as ln(TK) ! "ε0(ε0 # U )/$U # constant,
indicating a quadratic dependence for ln(TK)
on gate voltage Vgl (16 ). Following the work
in (17 ), we fit G versus T for different gate
voltages (Fig. 3C) to the empirical function

G%T & ! G0! T K
'2

T 2 " T K
'2" s

(2)

with TK' ! TK/(21/s – 1)1/2, where the fit
parameter s ( 0.2 for a spin-1⁄2 system (17,
18). Figure 3B shows the obtained Kondo
temperatures TK versus Vgl. The red parabola

demonstrates that the obtained values for TK

are in excellent agreement with Eq. 1 (19).
The Kondo temperature, as derived above,

is obtained from the linear response conduc-
tance. In earlier works (8–12), estimates for TK

were obtained from measurements of dI/dVSD

versus VSD (I is the current between source and
drain). In that case, the full width at half max-
imum (FWHM) was set equal to kBTK/e. How-
ever, applying a finite VSD introduces dephas-
ing even at T ! 0 (6, 20). To compare these two
methods, we also plot FWHM/kB measured for
different gate voltages at the base temperature
(Fig. 3B). Also, now we find a parabolic de-
pendence, but the values are larger than TK

obtained from linear-response measurements.
The difference may indicate the amount of
dephasing due to a nonzero VSD.

The normalized conductance, G/(2e2/h), is

Fig. 1 (left). (A) Atomic force microscope image of the device. An AB ring is
defined in a 2DEG by dry etching of the dark regions (depth is)75 nm). The
2DEG with electron density nS! 2.6* 1015 m+2 is situated 100 nm below
the surface of an AlGaAs/GaAs heterostructure. In both arms of the ring
(lithographic width, 0.5,m; inner perimeter, 6.6,m), a quantum dot can be
defined by applying negative voltages to gate electrodes. The gates at the
entry and exit of the ring are not used. A quantum dot of size)200 nm by
200 nm, containing )100 electrons, is formed in the lower arm using gate voltages Vgl and Vgr (the central plunger gate was not working). The average
energy spacing between single-particle states is )100 ,eV. The conductance of the upper arm, set by Vgu, is kept at zero, except for AB
measurements. (B) Color plot of the conductance G as function of Vgl and B for Vgr ! +448 mV and T ! 15 mK. The upper arm of the AB ring
is pinched off by Vgu ! +1.0 V. Red and blue correspond to high and low conductance, respectively. (C) Two selected traces G(Vgl) for B ! 0
and 0.4 T. The Coulomb oscillations at B ! 0 correspond to the oscillating color in (B). For some ranges of B, the valley conductance increases
considerably, reaching values close to 2e 2/h, i.e., the unitary limit [e.g., along the yellow dashed line at 0.4 T in (B)]. Fig. 2 (right). (A)
Coulomb oscillations in G versus Vgl at B ! 0.4 T for different temperatures. T ranges from 15 mK (thick black trace) up to 800 mK (thick red
trace). Vgr is fixed at +448 mV. The red line in the right inset highlights the logarithmic T dependence between )90 and )500 mK for Vgl !
+413 mV. The left inset explains the variables used in the text with $ ! $L # $R. ε0 is negative and measured from the Fermi level in the leads
at equilibrium. (B) Differential conductance dI/dVSD versus dc bias voltage between source and drain contacts VSD for T ranging from 15 mK (thick
black trace) up to 900 mK (thick red trace), at Vgl ! +413 mV and B ! 0.4 T. The inset shows that the width of the zero-bias peak, measured
from the FWHM, increases linearly with T. The red line indicates a slope of 1.7 kB/e. At 15 mK, the FWHM ! 64 ,V, and it starts to saturate
around 300 mK.
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Quantum dots 
Quantum impurity models Quantum embeddings Lattice models

• Out of equilibrium solvers. 

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…
 Bath

Atom

• Non equilibrium. Transport. 
Real time dynamics.



5Perturbative series

• Works even at long time, even in strong coupling regime (e.g. Kondo effect)

Q(t, U) =
K

∑
n=0

Qn(t)Un

Time
Interaction

• In equilibrium, Diagrammatic Quantum Monte Carlo 
From Prokofiev, Svistunov 98,   
Many works in equilibrium 
Cf F. Simkovic’s talk.

• In this talk: real time, out of equilibrium, with Schwinger-Keldysh diagrammatics.

1. How to compute Qn(t) ? 

2. How to sum the perturbative series ?

Profumo, Messio, Parcollet,  Waintal  PRB (2015) Bertrand, Florens, Parcollet, Waintal PRX 9, 041008 (2019) 

K ≈ 10 − 20



6

Q(t, U) =
K

∑
n=0

Qn(t)Un

• Sum the perturbative series

• At finite time /volume, the series is convergent for all 

• In steady state , finite radius of convergence in 

• Beyond weak coupling, use conformal change of variable in the U plane.

• Change the starting point of the expansion (quadratic counter-terms)

t U

t → ∞ U

Qn(t) = ∫ du1…dun qn(t, u1, …, un)

Sum of all Feynman diagrams  
at order  in n O(2n)

Profumo, Messio, Parcollet,  Waintal (2015)

•  is a  -dimensional integral.Qn n

Perturbative series

Bertrand, Florens, Parcollet, Waintal PRX 9, 041008 (2019) 



7Qn(t) : a n-dimensional integral

Switch on  
interaction

t� t0�

t+ t0++ C

�
t

t0
tu1 u2 u3

α1 α2 α3 α

Times   
Keldysh indices 

ui
α = ± 1

• Feynman diagrams explicitly summed by the determinants (Wick theorem).

•  costs  to evaluate.  Typically, 10-15 orders.

• Equilibrium/steady state = long time limit  is easy.  Vacuum diagram cancellations.

qn O(2n)

t → ∞

• Schwinger-Keldysh formalism

Qn(t) =
1
n! ∫

∞

t0

du1…dun ∑
α1 = ± 1

…
αn = ± 1

(
n

∏
i=1

αi) det
0≤i,j≤n [gαiαj

(ui − uj)]
≡ qn(t, u1, …, un)

Green function  
in the non interacting case 

U = 0
Monte Carlo  

or Tensor network …



8

Quantum dot
A sample of results



•  Two leads (L, R).

9Anderson model

R

Charge transport through single molecules, quantum dots, and quantum wires 27

µ RLµ
ΓL

LU
µ RLµ ε

RU

ΓRS
z / z /JJ

(a) (b)

Figure 8. (color online) Two fundamental quantum dot models. (a) is the Kondo
model, a spin- 12 coupled via exchange couplings Jz,⊥ to two reservoirs. (b) is the IRLM,
a spinless 1-level quantum dot coupled via tunneling rates ΓL,R and Coulomb couplings
UL,R to two reservoirs. The electrochemical potentials are given by µL/R = ±V/2

for the couplings. Similar schemes can be developed for the calculation of the transport

current [5] and correlation functions [189]. All RG equations involve resolvents similar

to the one occurring in (16) where z is replaced by Λ together with other physical energy

scales. As a consequence, it can be shown that, besides temperature, each term of the

RG equation has a specific cutoff scale Λi, which is generically of the form

Λi = |E +
∑

j

njµαj − hi + iΓi| ≡ |δi + iΓi| . (17)

Here, E is the real part of the Laplace variable, nj are integer numbers, and µα denotes

the electrochemical potential of reservoir α. It shows that the cutoff scale is given by the

distance δi to resonances. Furthermore, it provides the generic proof that, at resonance
δi = 0, the cutoff scale is given by the corresponding rate Γi. This issue was under

debate for some time because it was speculated that electrons tunneling in and out via

the same reservoir correspond to low-energy processes, which could possibly lead to a

strong coupling fixed point even in the presence of a finite bias voltage [195]. However,

it was argued that voltage-induced decay rates prevent the system from approaching

the strong coupling regime [177, 196, 197]. The microscopic inclusion of decay rates as
cutoff scales into nonequilibrium RG methods was achieved within RTRG [185–187],

flow equation methods [180], and RTRG-FS [5].

5.2. Applications

The two models used to illustrate the basic physics of spin and charge fluctuations are
sketched in figure 8. One model is the Kondo model at finite magnetic field h already

discussed in section 4, where a spin-1/2 couples via anisotropic exchange couplings Jz/⊥

to the spins of two reservoirs. We have assumed a symmetric coupling to the leads and

note that during the exchange it is also allowed that a particle is transferred between the

reservoirs. The model results from the Coulomb blockade regime of a quantum dot with

one level, where charge fluctuations are frozen out and only the spin can fluctuate. This

leads to an effective band width of the reservoirs of the order of the charging energy U .
Anisotropic exchange couplings can be realized for a molecular magnet, see section 2.

The other model is the IRLM, where the quantum dot consists of a single spinless energy

level at position ε. The dot interacts with the reservoirs via tunneling processes, which

εd

Vb

L R

• Questions :  Spectral function ? Kondo temperature ? Current ?

H =
X

k�
↵=L,R

"k↵c
†
k�↵ck�↵ +

X

�

"dd
†
�d� +Und"nd# +

X

k�
↵=L,R

gk�↵(c
†
k�↵d� + h.c.)

Bath Local orbital Hybridization

We want a precise solution, at low temperature, any Vb, in steady state

transmission probability of much less than one.
In addition, the on-site Coulomb energy U tends
to block the state with an extra electron on the
dot. Although U is an order of magnitude larger
than the characteristic energy scale kBTK (kB is
the Boltzmann constant), the Kondo effect com-
pletely determines electron tunneling at low en-
ergies (i.e., low T and VSD). In the absence of the
Kondo effect (e.g., for electron number N !
even), the system consists of two separated
Fermi seas. In contrast, for N ! odd, the screen-
ing of the local spin creates a single, extended
many-body system with a single, well-defined
Fermi surface extending throughout the whole
system. The quasiparticles at this Fermi surface
no longer experience the repulsive barrier po-
tentials nor the on-site Coulomb repulsion. Be-
cause the local spin for N ! odd is completely
screened and because the dot has zero spin for

N ! even, the whole system of leads and dot is
in a singlet state over a wide gate voltage range
(between –430 and –350 mV in Fig. 2A), al-
though the nature of the ground state in the even
and odd valleys is very different.

For a quantitative analysis, we rewrite Eq.
1 as ln(TK) ! "ε0(ε0 # U )/$U # constant,
indicating a quadratic dependence for ln(TK)
on gate voltage Vgl (16 ). Following the work
in (17 ), we fit G versus T for different gate
voltages (Fig. 3C) to the empirical function

G%T & ! G0! T K
'2

T 2 " T K
'2" s

(2)

with TK' ! TK/(21/s – 1)1/2, where the fit
parameter s ( 0.2 for a spin-1⁄2 system (17,
18). Figure 3B shows the obtained Kondo
temperatures TK versus Vgl. The red parabola

demonstrates that the obtained values for TK

are in excellent agreement with Eq. 1 (19).
The Kondo temperature, as derived above,

is obtained from the linear response conduc-
tance. In earlier works (8–12), estimates for TK

were obtained from measurements of dI/dVSD

versus VSD (I is the current between source and
drain). In that case, the full width at half max-
imum (FWHM) was set equal to kBTK/e. How-
ever, applying a finite VSD introduces dephas-
ing even at T ! 0 (6, 20). To compare these two
methods, we also plot FWHM/kB measured for
different gate voltages at the base temperature
(Fig. 3B). Also, now we find a parabolic de-
pendence, but the values are larger than TK

obtained from linear-response measurements.
The difference may indicate the amount of
dephasing due to a nonzero VSD.

The normalized conductance, G/(2e2/h), is

Fig. 1 (left). (A) Atomic force microscope image of the device. An AB ring is
defined in a 2DEG by dry etching of the dark regions (depth is)75 nm). The
2DEG with electron density nS! 2.6* 1015 m+2 is situated 100 nm below
the surface of an AlGaAs/GaAs heterostructure. In both arms of the ring
(lithographic width, 0.5,m; inner perimeter, 6.6,m), a quantum dot can be
defined by applying negative voltages to gate electrodes. The gates at the
entry and exit of the ring are not used. A quantum dot of size)200 nm by
200 nm, containing )100 electrons, is formed in the lower arm using gate voltages Vgl and Vgr (the central plunger gate was not working). The average
energy spacing between single-particle states is )100 ,eV. The conductance of the upper arm, set by Vgu, is kept at zero, except for AB
measurements. (B) Color plot of the conductance G as function of Vgl and B for Vgr ! +448 mV and T ! 15 mK. The upper arm of the AB ring
is pinched off by Vgu ! +1.0 V. Red and blue correspond to high and low conductance, respectively. (C) Two selected traces G(Vgl) for B ! 0
and 0.4 T. The Coulomb oscillations at B ! 0 correspond to the oscillating color in (B). For some ranges of B, the valley conductance increases
considerably, reaching values close to 2e 2/h, i.e., the unitary limit [e.g., along the yellow dashed line at 0.4 T in (B)]. Fig. 2 (right). (A)
Coulomb oscillations in G versus Vgl at B ! 0.4 T for different temperatures. T ranges from 15 mK (thick black trace) up to 800 mK (thick red
trace). Vgr is fixed at +448 mV. The red line in the right inset highlights the logarithmic T dependence between )90 and )500 mK for Vgl !
+413 mV. The left inset explains the variables used in the text with $ ! $L # $R. ε0 is negative and measured from the Fermi level in the leads
at equilibrium. (B) Differential conductance dI/dVSD versus dc bias voltage between source and drain contacts VSD for T ranging from 15 mK (thick
black trace) up to 900 mK (thick red trace), at Vgl ! +413 mV and B ! 0.4 T. The inset shows that the width of the zero-bias peak, measured
from the FWHM, increases linearly with T. The red line indicates a slope of 1.7 kB/e. At 15 mK, the FWHM ! 64 ,V, and it starts to saturate
around 300 mK.

R E P O R T S

22 SEPTEMBER 2000 VOL 289 SCIENCE www.sciencemag.org2106

 o
n
 J

u
n
e
 2

1
, 
2
0
0
9
 

w
w

w
.s

c
ie

n
c
e
m

a
g
.o

rg
D

o
w

n
lo

a
d
e
d
 f
ro

m
 

Level width at U=0

Γ = πρEF
g2

NATURE PHYSICS DOI: 10.1038/NPHYS1186 LETTERS
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Figure 1 |Anomalous temperature dependence of the current noise at the onset of the Kondo effect. a, Colour-scale plot of the differential conductance
as a function of the gate voltage VG and the source–drain bias Vsd at temperature T = 1.4 K. The characteristic horizontal lines in the middle of the Coulomb
diamonds signalling the Kondo effect are observed. Orange lines, the linear conductance curves at T = 1.4 K (solid line) and T = 12 K (dashed line).
b, Simplified diagram of the noise-measurement scheme and scanning electron microscope picture of a typical sample. The bar corresponds to 1 µm.
c, Left, the non-monotonic temperature dependence of the equilibrium current fluctuations on the Kondo ridge SAR1 (VG = 11.26 V (black squares)). Blue
circles, the corresponding variation of G(T,Vsd = 0). Solid black line, the dependence of SI predicted from the Johnson–Nyquist formula. Right, SI versus
4kBTG(T,Vsd = 0). The line corresponds to the expected slope of unity. The error bars correspond to the mean square root of the statistical error and the
systematic error due to fluctuations of the background.

the current flowing through the nanotube atVsd =0.84mV, is about
0.84±0.09(0.89±0.1) for SAR1 (SAR2) respectively. Therefore, the
noise remains sub-Poissonian.

In general, the noise properties of carbon nanotubes are
affected by the existence of a possible orbital degeneracy, which
arises from the band structure of graphene, as recently shown
in the non-interacting limit16. Therefore, a first step towards the
understanding of the measurements presented in Fig. 2 is to use a
resonant tunnellingmodel with two spin-degenerate channels, with
transmissioneDi,res(✏)=di/(1+✏2/� 2), di being the transmission of
the channel of index i 2 {1,2}, � being the width of the resonant
level and ✏ being the energy. From the non-interacting scattering
theory11, the current and the noise associatedwitheDi,res read

I (Vsd)=
2e
h

X

i=1,2

Z 1

�1
eDi,res(✏)(fL � fR) d✏ (1)

SI (Vsd) = 4e2

h

X

i=1,2

Z
d✏

�eDi,res(✏)[fL(1� fL)+ fR(1� fR)]

+ eDi,res(✏)[1�eDi,res(✏)](fL � fR)2
 

(2)

with fL = f (eVsd/2 + ✏) and fR = f (�eVsd/2 + ✏), f (✏) being
the Fermi function at temperature T . The fits of dI/dV using

equation (1) andeDi,res, shown in blue dashed lines in Fig. 2a,b, yield
d1 = d2 = 0.95 (d1 = d2 = 0.99) and � = 0.11meV (� = 0.09meV)
respectively. These fits are poor because the Lorentzian line shape
with constant � assumed for eDi,res is not able to account for both
the height and the width of the measured dependence of dI/dV
as a function of Vsd. Furthermore, the noise variation obtained
with formula (2) using the above values for d1, d2 and � , in blue
dashed lines in the lower panels of Fig. 2a,b, is about an order of
magnitude smaller than our experimental findings. Therefore, a
simple non-interacting resonant-tunnelling theory cannot account
either for the conductance or for the noise that we observe.

In the Kondo regime, in the case of a fourfold degeneracy and
single charge occupancy, themaximumof the Kondo resonance lies
at TK above the Fermi energy of the leads according to the Friedel
sum rule, as depicted in Fig. 3b. From this, we can infer that, if
the couplings of the level to the left �L and the right �R electrodes
are the same (hereafter called the symmetric case), the differential
conductance which saturates at 2e2/h corresponds to two channels
of transmission 1/2 ((1/2)(4�L�R/(�L +�R)2) in the general case).
This corresponds to the so-called SU(4) Kondo effect, where the
spin and the orbital degree of freedom play equivalent roles17,18 in
the Kondo screening.

Unfortunately, no full out-of-equilibrium theory of the Kondo
effect is available. As shown below, our experiments are carried
out in a regime where T ⇠ TK/3 and eVsd . 3kBTK. Therefore, we

NATURE PHYSICS | VOL 5 | MARCH 2009 | www.nature.com/naturephysics 209

Experiment : T. Delattre et al. 
 Nat. Phys. 208 (2009)

Vb

ϵd



0.0

0.5

1.0

º
°
A

"d/° = 0
U/° = 9

U/° = 0

ßR = ßR
2 U2

QMC

NRG

°2

0

2

R
e[

ß
R
]/

°

°10 °5 0 5 10

!/°

°6

°4

°2

0

Im
[ß

R
]/

° °0.5 0

°1

0

0.0

0.5

1.0

º
°
A

"d/° = 0
U/° = 9

U/° = 0

ßR = ßR
2 U2

QMC

NRG

°2

0

2

R
e[

ß
R
]/

°

°10 °5 0 5 10

!/°

°6

°4

°2

0

Im
[ß

R
]/

° °0.5 0

°1

0

Kondo resonance

10Kondo effect in equilibrium

Spectral function of the dot

T = 10−4Γ

A(ω) = −
1
π

ImGR(ω) Bertrand et al.  Phys. Rev. X (2019) 
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Convergence 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Our result
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ImΣ(ω) ∼ ω2

Real time QMC

NRG benchmark

C. Bertrand et al.  
Phys. Rev. X 9, 041008 (2019) 
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Out of equilibrium

Kondo resonance
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Dot non-thermal distribution function 
 at  with voltage T = 0 Vb

n(ω) ≡
G<(ω)

2πiA(ω)

• Split by voltage bias 

• One calculation, all 

Vb

U



• Speed.  Error in MC is  

• Sign problem.  Very oscillating integrals in some regimes.

• Precision on expansion coefficients  
Resummation techniques can amplify noise.

O(1/ N)

Qn

13Limitations of Monte Carlo
Bare local Green function vs t 

(Hubbard lattice, T=0)
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FIG. 5. Reduction of the statistical noise on the resummed TK(U) series by Bayesian inference. Left panel: Kondo temperature
as a function of U . The bundle of red lines correspond to di↵erent samples of our series after resummation (see text). The thick
line shows the final result after Bayesian inference while the circles show our reference NRG calculations. The dashed blue
lines show the bare resulat without resummation that diverge for U > 5. Middle panel: histogram of the values of TK(U = 1)
obtained from our sample (black line), histogram of its assumed distribution with tolerance " (purple line). Right panel: Final
result after inference as a function of " for three values of U = 6, 9 and 12 (thin lines), reference NRG result (dotted lines).

X is a random variable that can be directly calculated
from the series, X = g(F ) but whose actual value is
also known very precisely by other means. In the ex-
ample below, X will be the value of F (U) at large U .
Bayesian inference amounts to replacing the prior distri-
bution with the posterior distribution P (F = f |X = x0)
that incorporates the knowledge of the actual value of
X (we note P (A|B) the conditional probability of even
A knowing event B). The value of X is often known
exactly. However, for technical reasons that will be-
come clear below, we suppose that it is known with a
small error " and we eventually take the limit " ! 0.
Hence, we assign to X a Gaussian probability distribu-
tion PX(X = x) = 1/("

p
2⇡) exp[�(x � x0)2/(2"

2)] and
define the posterior distribution as,

Pposterior(F = f) ⌘
Z

dxP (F = f |X = x)PX(X = x)

(16)
Using Bayes formula P (F = f |X = x) = P (X = x|F =
f)Pprior(F = f)/Pprior(X = x) and the deterministic
relation P (X = x|F = f) = �[x � g(f)], one arrives at,

Pposterior(F = f) =
PX(X = g(f))Pprior(F = f)

Pprior(X = g(f))
(17)

In practice, one proceeds as follows: (i) one generates
many series according to Pprior(F = f) (this is straight-

foward since all the coeeficients are Gaussian and inde-
pendent). (ii) One construct an histogram of the values
of X to obtain Pprior(X = g(f)). (iii) Each series is given
a weight PX(X = g(f))/Pprior(X = g(f) which is used
to calculate other obervables such as the value of F (U)
at di↵erent values of U . Since the relation between F

and X = g(F ) is deterministic, the probability to ob-
tain the known result X = x0 in a finite sample of the
coe�cients F vanishes, hence the necessity to introduce
the finite width ". In practice the results are insensitive
to the choice of " as long as it is chosen large enough
so that a finite fraction of the sample contributes to the
final statistics.

As a concrete example, let us now consider the com-
putation of the Kondo temperature. In the left panel of
Fig. 5 we have ”resampled” the series for the Kondo tem-
perature, i.e. we have generated many series (typicaly
103 to 105 samples) that are compatible with our statisti-
cal errors on the coe�cients. For each sample we perform
the conformal transformation and plot the result for the
Kondo temperature as a function of U (thin red lines).
While we find that all results agree for U  6, the bundle
of curves start to diverge for larger values of U . In the
middle panel, we plot (black thin line) the corresponding
histogram of the values obtained for TK(U = 1). This
histogram will be later used for Pprior(TK = g(f)). In
this example, the Kondo temperature is known to vanish

• In this case, we used a non perturbative information

 

to constraint the series summation (Bayesian inference technique)

TK(U) →
U→∞

0
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Using Tensor Networks 
to integrate in large dimensions



• Discretize the integral (e.g. Legendre grid) with  points : discrete 

• Curse of dimensionality :  a priori . 

• An ubiquitous problem in the quantum many-body problems, e.g.

• Diagrammatics (real time, imaginary time).

• Partition functions.

d xi

O(dn)

15Large dimension integrals

∫ dx1…dxn f(x1, …, xn)

• Large dimension integral or sum ( )n ≥ 10
d

∑
i1=1

. . .
d

∑
in=1

fi1,...,in



• If f can be written as a Matrix Product State (MPS) …

16Main idea : compress to integrate

∫ dx1…dxn f(x1, …, xn)

• with an error ε decreasing quickly with the rank χ (ε-factorizable) …

• then integration is reduced to 1d integrals.  Almost separated variables.

∫ dx1…dxn f(x1, …, xn) ≈ (∫ dx1M1(x1))…(∫ dxnMn(xn))

f(x1, …, xn) ≈ M1(x1)…Mn(xn) = …
x1 x2 xnxn−1

M1 M2 Mn−1 Mn

1 × χ χ × χ χ × χ χ × 1

S. Dolgov and D. Savostyanov,  
Computer Physics Communications 246, 106869 (2020)



17MPS compression

• Does our function of interest have this form ?  If yes, how to find  ?

• We use a rank revealing technique : Tensor Cross Interpolation (TCI)

• Goals : 

• Minimal number of evaluations of .

• A reliable error estimate. 

Mi

f

f(x1, …, xn) ≈ M1(x1)…Mn(xn) = …
x1 x2 xnxn−1

M1 M2 Mn−1 Mn

1 × χ χ × χ χ × χ χ × 1

• Oseledets et al (2010)
• S. Dolgov and D. Savostyanov, (2020)



•  is ε-factorizable, in the time differences vi 

(using a time-ordered domain in )
qn

ui

18 is ε-factorizable !qn

q 1
0
(t
,u

1
,.
..
,u

1
0
)⇥

10
1
1
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• Rank (bond dimension) 

• Calculations for  = charge on the quantum dot.

χ

Q

 vs its MPS interpolationq10

v1 = t� u1

vi = ui�1 � ui for 2  i  n.
<latexit sha1_base64="1HwYVdH8eBUQSovi/PJ9muG4U5c=">AAACwnicbVFNbxMxEHWWr7J8pXDkYhGBuDTaLZXgglQBB24UibSV4mjl9c4mpv7Y2N5AZPyz+DGIK/wPvJsc2pS5zPN7M/abcdkIbl2W/RokN27eun1n72567/6Dh4+G+49PrW4NgwnTQpvzkloQXMHEcSfgvDFAZSngrLx43+lnKzCWa/XFrRuYSTpXvOaMukgVw094VeT4xVvs8AFuIyQEp5HjHdcWnh/koVc4JstlSytMHHx3Htfa4IAPMRGwxHyT1DgthqNsnPWBr4N8C0ZoGyfF/mBKKs1aCcoxQa2d5lnjZp4ax5mAkJLWQkPZBZ3DNEJFJdiZ7ycP+Hlkqt5LrZXDPXu5w1Np7VqWsVJSt7C7Wkf+T5u2rn4z81w1rQPFNg/VrcBO426NuOIGmBPrCCgzPHrFbEENZS4uO02JAQXfmJaSqsqTFbDgSalF1ZnRIk51WW6rqHYejPRV2BFX1EDYpMZyoVVIrxY0i4rOg+8AVU5LT+J5DibEm+J35LvLvw5OD8f5q/HR56PR8bvtx+yhp+gZeoly9Bodo4/oBE0QQz/Rb/QH/U0+JF+TZWI3pclg2/MEXYnkxz9Ah9wJ</latexit>

qn(t, u1, . . . , un) ⇡ M1(v1) . . .Mn(vn)
<latexit sha1_base64="Y1CmXC6y68hHokLvfqMols2CtrE=">AAACq3icbVFLbxMxEHaWV1leKRy5WERIqVSiXahEjxVcuCAVQdqKbLSa9U4Sq35hewORtX+FX8MV7vwbvEkObcpIlr/5vpnxzLgygjufZX97ya3bd+7e27ufPnj46PGT/v7TM6cby3DMtND2ogKHgisce+4FXhiLICuB59Xl+04/X6J1XKsvfmVwKmGu+Iwz8JEq+8ffSjX0h7Qp80Na1Nq7DqsDWoAxVv+gH8t8uCzzg40YXRXdqJf9QTbK1kZvgnwLBmRrp+V+bxJLsEai8kyAc5M8M34awHrOBLZp0Tg0wC5hjpMIFUh007AesaUvI1PTmbbxKE/X7NWMANK5laxipAS/cLtaR/5PmzR+djwNXJnGo2Kbh2aNoF7Tbl+05haZF6sIgFkee6VsARaYj1tN08Kiwu9MSwmqDsUSWRuKSou6a0aLONVVuamj2vVgZajbHXEJFtvNZRwXWrXp9QCzqGHehg6A8lqGIvpztG2sFL8j313+TXD2epS/GR19OhqcvNt+zB55Tl6QIcnJW3JCPpBTMiaM/CS/yG/yJ3mVfE6+JsUmNOltc56Ra5bgP+411ZE=</latexit>

Qn(t) = ∫
∞

t0

du1…dun qn(t, u1, …, un) qn(t, u1, …, un) =
1
n! ∑

αi=±1
∏

i

αi det(…)



 DMRG, PEPS, … 

• MPS Ansatz for the many-body 
wavefunction 

•  is unknown

• Found by energy minimization.

ψ

ψ

19

A non “standard” use of tensor networks

 TCI 

• MPS compression of the (bare) n-body 
correlation functions .

•  is known

• Use the compressed form to integrate

• “Active” machine learning technique

qn(ui)

qn(ui)
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Tensor Cross Interpolation

I. Oseledets and E. Tyrtyshnikov, Linear Algebra and its Applications 432, 70 (2010).
I. V. Oseledets, SIAM Journal on Scientific Computing 33, 2295 (2011).
D. V. Savostyanov, Linear Algebra and its Applications 458, 217 (2014)
 
S. Dolgov and D. Savostyanov, Computer Physics Communications 246, 106869 (2020)



• Given a n-dimensional tensor     [  are discrete indices with  values] 

• It builds a MPS approximation  of  of rank , progressively increasing 

• From the evaluation of  on  points with 

• With an error estimator , decreasing with  when the algorithm is successful

A(u1, u2, …, un) ui d

ATCI
χ A χ χ

A N N ∼ ndχ2 ≪ dn

ϵ(χ) χ

21Tensor Cross Interpolation (TCI)

Error estimators 
q10, ϵd = 0

ϵ(χ)

χ



22Low rank decomposition of a matrix

I = {1, 2, . . . ,M}
J = {1, 2, . . . , N}

<latexit sha1_base64="lsAXY7W14RZF3zkpkFM/a/5FfpE=">AAACsXicbVHLbhMxFHWGR8vwSmHJZkQEYhFFM20lumlVwaYggYpE2qI4Ch77JrHix8j2BEWW/4avYVs2/A2eJEhtwpUsH99zru+rrAS3Ls//tJI7d+/d39l9kD589PjJ0/beswura0OhT7XQ5qokFgRX0HfcCbiqDBBZCrgsZ+8b/nIOxnKtvrpFBUNJJoqPOSUuukbtEyyJm5al/xBeH2NfdPe7GRZMO9v9hEOKcfpP8HFL8BmHUbuT9/KlZdugWIMOWtv5aK81wEzTWoJyVBBrB0VeuaEnxnEqIGasLVSEzsgEBhEqIsEO/bLRkL2KHpaNtYlHuWzpvRnhibR2IcuobKq2m1zj/B83qN34aOi5qmoHiq4SjWuROZ01U8sYN0CdWERAqOGx1oxOiSHUxdmmKTag4AfVUhLFPJ4DDR6XWrCmGC1iVzfpmkW2qcFIz8IGOScGwuqqLBdahfS2oJoyMgm+AUQ5LT2O7wmYEH+K6yg2h78NLvZ7xUHv8Mth5/TdejG76AV6id6gAr1Fp+gMnaM+ougn+oWu0e/kIPmWfE/KlTRprWOeo1uWzP4CU2HYsQ==</latexit>

• A is a M x N matrix of low rank.

• Singular Value Decomposition (SVD). 

• Need the full matrix

• Cross Interpolation (CI)

• Pivots : subset of rows/columns   : I = {i1, i2, …, iχ}, J = {j1, j2, …, jχ}

Properties

1. Interpolation : exact on the pivots indices

2. If  is of rank , it is exactA χ

Slices

Pivots 
Submatrix of A of size χ × χ

A = A(𝕀, 𝕁) ≈ A(𝕀, J)A(I, J)−1A(I, 𝕁)



• dimensional tensor     [  are discrete or continuous indices] 

• Naive approach: repeated application of the matrix case (grouping indices)

n− A(u1, u2, …, un) ui

23Tensor case

A ~_
u1 u2 u3 u4 u5 u1 u2 u3 u4 u5

~_
u1 u2 u3 u4 u5

~_
u1 u2 u3 u4 u5

~_
u1 u2 u3 u4 u5

(u1)(u2, u3, u4, u5) Inverse of pivot matrix



• Pivots: set of multi-indices ( ) 
       
        
    
    
 

• Set of  values of  :   

1 ≤ α ≤ n
Iα = {i1, …, iχ} Jα+1 = {j1, …, jχ}
i = (u1, …, uα) j = (uα+1, …, un)

i ⊕ j ≡ (u1, …, un)
Iα ⊕ Jα+1 ≡ {i ⊕ j | i ∈ Iα, j ∈ Jα+1}

d uα 𝒰α ≡ {(uα)}

24Tensor Cross Interpolation (TCI)

A ~_ T1 P1 T2 P2 T3 P3 T4 P4 T5 P5 T6 P6 T7

u1 u2 u3 u4 u5 u6 u7 u1 u2 u3 u4 u5 u6 u7

J2 I1 J3 I2 J4 I3 J5 I4 J6 I5 J7 I6

-1 -1 -1 -1 -1 -1 ≡ ATCI(u1, …, un)

• T, P are subarrays of A

• Pivots matrices  
   

• 1d slices 
   

Pα ≡ A(Iα ⊕ Jα+1)

Tα ≡ A(Iα−1 ⊕ 𝒰α ⊕ Jα+1)

𝒰α

Iα−1 Jα+1
Tα

Iα Jα+1
Pα

Tα = ATCI(Iα−1 ⊕ 𝒰α ⊕ Jα+1)

• TCI is exact on 1d slices



• Add new pivots to reduce the interpolation error on 2d slices  
 
                 ,  for  
 
 Add pivots at the point where error is maximal 
Sweep over the tensor, for all 

• Factorization error estimator  
 
                    

ϵΠ(i, uα, uα+1, j) = |A − ATCI | (i, uα, uα+1, j) i ∈ Iα−1, j ∈ Jα+2

α

ϵ(χ) = max
α

max
i,j,uα,uα+1

ϵΠ(i, uα, uα+1, j)

25TCI algorithm

A ~_ T1 P1 T2 P2 T3 P3 T4 P4 T5 P5 T6 P6 T7

u1 u2 u3 u4 u5 u6 u7 u1 u2 u3 u4 u5 u6 u7

J2 I1 J3 I2 J4 I3 J5 I4 J6 I5 J7 I6

-1 -1 -1 -1 -1 -1

Error estimators 
q10, ϵd = 0
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Tensor Train Diagrammatics

Benchmarks for a quantum dot in equilibrium



• Factorize  with TCI and integrate

• High precision (9 digits) benchmark vs Bethe Ansatz. 

•  (number of evaluations of ) :   

• Convergence rate : error

qn

N qn N ∼ χ2

∼ 1/N2

27Tensor Train Diagrammatics



• Compute  up to n = 30Qn

28 does not grow with dimension nχ

|Qn/QBethe
n − 1 |

n



• The factorization is insensitive to the average sign of the function.

• Reduced to a 1d oscillating integral. 

• Example: vary dot energy level  (induces oscillating terms )ϵd eiϵdt

29Factorize the sign problem

��R q10
��

R
|q10|
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Average sign of the Q10 integral

ϵd ϵd

Factorization error of  

for fixed bond dimension 
q10

χ



• Since we factorize the integrand , we obtain as post-processing

• The full time dependency :  vs   (restrict the integration domain)

• The effect of any time dependent coupling constant (multiply  in the integral)

qn

Qn(t) t

qn

30Full time dynamics from a single factorization

Qn(t) = ∫
∞

t0

du1…dun qn(t, u1, …, un)

Charge of quantum dot  for Q(t) U = 2

 U(t) ∝ θ(t)

Smooth U(t)
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Towards lattice models …



• Integrate on space and time 
 

                                   

• Form of the tensor network ? Beyond MPS ?

Qn(t) = ∫
∞

t0

du1…dun ∑
x1,…,xn

qn(t, u1, x1, …, un, xn)

32

Multiple quantum dots

1
χ2

∼
1
N

Q10(χ)
Qref

10 (χ)
− 1 Double dot

~_ T1 P1 T2 P2 T3 P3 T4

v1 v2 v3 v4 v1 v2 v3 v4

-1 -1 -1

x1 x2 x3 x4 x1 x2 x3 x4

T1(x) P1 (x)

v1 v2 v3 v4

-1

x1 x2 x3 x4

T2(x) P2(x)-1 T3(x) P3(x)-1 T4(x)~_

~_ T1 P1 T2 P2 T3 P3 T4 P4 T5 P5 T6 P6 T7

v1 v2 v3 v4

-1 -1 -1 -1 -1 -1 P7 T8
-1

Brute force sum over x
1
χ4

∼
1

N2



• Various potential applications

• Replace QMC in various diagrammatics techniques, e.g real or imaginary time,  
inchworms G. Cohen et al. PRL (2015),  E. Eidelstein et al. PRL (2020).

• Find “Quantics” decomposition of functions. arXiv:2303.11819 

• …

33

Tensor Cross Interpolation
Another way of using tensors



• Quantum impurity model 
           

         

• Expansion of the partition function Z in power of  at all orders 
 

                                    

• Continuous time QMC (CT-HYB algorithm) computes the series and the integrals.

Seff = ∫ dτ∑
a

c†
a(τ)(∂τ − μ)ca(τ) + Hatomic(c†, c) + ∫ dτdτ′￼c†

a(τ)Δab(τ − τ′￼)cb(τ′￼)

Δ

Z = ∑
n≥0

∫
β

0

n

∏
i=1

dτidτ′￼i zn(τ1, …, τn)

34

Revisiting CTQMC in imaginary time

P.  Werner et al. PRL. 97, 076405 (2006)

Can we use TCI instead of QMC ?



• Use TCI to compute the integrals instead of MC

35

TCI-Hybridization expansion

0 5 10 15 20𝜏
10−5
10−3
10−1

−𝐺(𝜏)
tensor train
Monte Carlo

𝑈 = 6𝑈 = 5𝑈 = 4.7𝑈 = 4

Time-ordered
region

0 βτ1

β

0

β
v2

τ2 ∈ [τ1,β]

A. Erpenbeck, W.-T. Lin, T. Blommel, L. Zhang,  
S. Iskakov, L. Bernheimer, Y. Núñez-Fernández,  

G. Cohen, O. Parcollet, X. Waintal, E. Gull 
arXiv:2303.11199 (To appear in Phys. Rev. B) 

Change of variables τi → vi

DMFT solution, Bethe lattice, 
 for various U vs CTQMC 

βt = 20

• Precise computation of Z, Free energy

• One band model, moderate temperature ( )

• Next step: multiorbital case, in regimes where 
QMC has a severe sign problem.

βt ∼ 40



• Out of equilibrium solutions using perturbative series

• Even at long time, even in strong coupling regimes.

• Tensor train diagrammatics

• Replace Monte Carlo with Tensor Cross Interpolation (TCI).

• Insensitive to the sign problem.

• TCI : A robust technique with multiple potential applications.

36Conclusion

Thank you for your attention!


